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MotivationThe Data A

ess IssueHigh Performan
e LibrariesSummaryUse NumPyNumPy is a powerful pa
kage that let you perform 
al
ulations withPython, but at C speed:Computing y = 0.25x3+0.75x²−1.5x −2 with NumPyimport numpy as npN = 10*1000*1000x = np.linspa
e(-1, 1, N)y = .25*x**3 + .75*x**2 - 1.5*x - 2That takes around 1.60 se
 on our ma
hine (Intel Xeon E5520 �2.3 GHz). How to make it faster?Fran
es
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e LibrariesSummary'Qui
k & Dirty' Approa
h: ParallelizeThe problem of 
omputing a polynomial is �embarrassingly�parallelizable: just divide the domain to 
ompute in N 
hunksand evaluate the expression for ea
h 
hunk.This 
an be easily implemented in Python by, for example,using the multipro
essing module (so as to bypass theGIL). See poly-mp.py s
ript.Using 2 
ores, the 1.60 se
 is redu
ed down to 1.18 se
, whi
his a 1.35x improvement. Not bad.We are done! Or perhaps not?Fran
es
 Alted When Parallelization Does Not Help
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h Easier) Approa
h: Fa
torizeThe NumPy expression:(I) y = .25*x**3 + .75*x**2 - 1.5*x - 2
an be rewritten as:(II) y = ((.25*x + .75)*x - 1.5)*x - 2With this, the time goes from 1.60 se
 to 0.30 se
, whi
h ismu
h faster (4x) than using two pro
essors with themultipro
essing approa
h (1.18 se
).Advi
eGive optimization a 
han
e before parallelizing!Fran
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e LibrariesSummaryNumexpr Can Compute Expressions Way FasterNumexpr is a JIT 
ompiler, based on NumPy, that optimizes theevaluation of 
omplex expressions. Its use is easy:Computing y = 0.25x3+0.75x²−1.5x −2 with Numexprimport numexpr as neN = 10*1000*1000x = np.linspa
e(-1, 1, N)y = ne.evaluate('.25*x**3 + .75*x**2 - 1.5*x - 2')That takes around 0.14 se
 to 
omplete, whi
h is 11x faster thanthe original NumPy expression (1.60 se
).Fran
es
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Numexpr is also sensible to 
omputer-friendly expressions like:(II) y = ((.25*x + .75)*x - 1.5)*x - 2Numexpr takes 0.11 se
 for the above (0.14 se
 were neededfor the original expression, that's a 25% faster)
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e LibrariesSummarySummary and Open Questions1 
ore 2 
ore Parallel Speed-upNumPy (I) 1.60 1.11 1.5xNumPy(II) 0.30 0.52 0.6xNumexpr(I) 0.14 0.077 1.8xNumexpr(II) 0.11 0.065 1.7xC(II) 0.056 0.032 1.8xIf all the approa
hes perform the same 
omputations, all in Cspa
e, why the large di�eren
es in performan
e?Why the di�erent approa
hes does not s
ale similarly inparallel mode? Fran
es
 Alted When Parallelization Does Not Help



MotivationThe Data A

ess IssueHigh Performan
e LibrariesSummary Why Modern CPUs Are Starving?Ca
hes And The Hierar
hi
al Memory ModelTe
hniques For Fighting Data StarvationOutline1 Motivation2 The Data A

ess IssueWhy Modern CPUs Are Starving?Ca
hes And The Hierar
hi
al Memory ModelTe
hniques For Fighting Data Starvation3 High Performan
e Libraries
Fran
es
 Alted When Parallelization Does Not Help



MotivationThe Data A

ess IssueHigh Performan
e LibrariesSummary Why Modern CPUs Are Starving?Ca
hes And The Hierar
hi
al Memory ModelTe
hniques For Fighting Data StarvationQuote Ba
k in 1993�We 
ontinue to bene�t from tremendous in
reases inthe raw speed of mi
ropro
essors without proportionalin
reases in the speed of memory. This means that 'good'performan
e is be
oming more 
losely tied to goodmemory a

ess patterns, and 
areful re-use of operands.��No one 
ould a�ord a memory system fast enough tosatisfy every (memory) referen
e immediately, so vendorsdepends on 
a
hes, interleaving, and other devi
es todeliver reasonable memory performan
e.�
– Kevin Dowd, after his book “High Performance

Computing”, O’Reilly & Associates, Inc, 1993Fran
es
 Alted When Parallelization Does Not Help
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e LibrariesSummary Why Modern CPUs Are Starving?Ca
hes And The Hierar
hi
al Memory ModelTe
hniques For Fighting Data StarvationQuote Ba
k in 1996�A
ross the industry, today's 
hips are largely able toexe
ute 
ode faster than we 
an feed them withinstru
tions and data. There are no longer performan
ebottlene
ks in the �oating-point multiplier or in havingonly a single integer unit. The real design a
tion is inmemory subsystems� 
a
hes, buses, bandwidth, andlaten
y.��Over the 
oming de
ade, memory subsystem designwill be the only important design issue formi
ropro
essors.�
– Richard Sites, after his article “It’s The Memory,

Stupid!”, Microprocessor Report, 10(10),1996Fran
es
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hi
al Memory ModelTe
hniques For Fighting Data StarvationCPU vs Memory Cy
le Trend
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hes And The Hierar
hi
al Memory ModelTe
hniques For Fighting Data StarvationBook in 2009
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e LibrariesSummary Why Modern CPUs Are Starving?Ca
hes And The Hierar
hi
al Memory ModelTe
hniques For Fighting Data StarvationThe CPU Starvation ProblemKnow fa
ts (in 2011):Memory laten
y is mu
h slower (around 250x) than pro
essorsand has been an essential bottlene
k for the past �fteen years.Memory throughput is improving at a better rate than memorylaten
y, but it is also mu
h slower than pro
essors (about 25x).The result is that CPUs in our 
urrent 
omputers are su�ering froma serious starvation data problem: they 
ould 
onsume (mu
h!)more data than the system 
an possibly deliver.
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e LibrariesSummary Why Modern CPUs Are Starving?Ca
hes And The Hierar
hi
al Memory ModelTe
hniques For Fighting Data StarvationWhat Is the Industry Doing to Alleviate CPU Starvation?
They are improving memory throughput: 
heap to implement(more data is transmitted on ea
h 
lo
k 
y
le).They are adding big 
a
hes in the CPU dies.
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e LibrariesSummary Why Modern CPUs Are Starving?Ca
hes And The Hierar
hi
al Memory ModelTe
hniques For Fighting Data StarvationWhy Is a Ca
he Useful?
Ca
hes are 
loser to the pro
essor (normally in the same die),so both the laten
y and throughput are improved.However: the faster they run the smaller they must be.They are e�e
tive mainly in a 
ouple of s
enarios:Time lo
ality: when the dataset is reused.Spatial lo
ality: when the dataset is a

essed sequentially.
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hi
al Memory ModelTe
hniques For Fighting Data StarvationSpatial Lo
ality Dataset is a

essed sequentially
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e LibrariesSummary Why Modern CPUs Are Starving?Ca
hes And The Hierar
hi
al Memory ModelTe
hniques For Fighting Data StarvationThe Hierar
hi
al Memory Model
Introdu
ed by industry to 
ope with CPU data starvationproblems.It 
onsists in having several layers of memory with di�erent
apabilities:Lower levels (i.e. 
loser to the CPU) have higher speed, butredu
ed 
apa
ity. Best suited for performing 
omputations.Higher levels have redu
ed speed, but higher 
apa
ity. Bestsuited for storage purposes.
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hes And The Hierar
hi
al Memory ModelTe
hniques For Fighting Data StarvationThe Primordial Hierar
hi
al Memory ModelTwo level hierar
hy
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al Memory ModelTe
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al Memory ModelTe
hniques For Fighting Data StarvationThe Forth
oming Hierar
hi
al Memory ModelSix level (or more) hierar
hy
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e LibrariesSummary Why Modern CPUs Are Starving?Ca
hes And The Hierar
hi
al Memory ModelTe
hniques For Fighting Data StarvationOn
e Upon A Time...
In the 1970s and 1980s many 
omputational s
ientists had tolearn assembly language in order to squeeze all theperforman
e out of their pro
essors.In the good old days, the pro
essor was the key bottlene
k.
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hes And The Hierar
hi
al Memory ModelTe
hniques For Fighting Data StarvationNowadays...Every 
omputer s
ientist must a
quire a good knowledge ofthe hierar
hi
al memory model (and its impli
ations) if theywant their appli
ations to run at a de
ent speed (i.e. they donot want their CPUs to starve too mu
h).Memory organization has be
ome now the key fa
tor foroptimizing.The BIG di�eren
e is. . .. . . learning assembly language is relatively easy, but understandinghow the hierar
hi
al memory model works requires a 
onsiderableamount of experien
e (it's almost more an art than a s
ien
e!)Fran
es
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e LibrariesSummary Why Modern CPUs Are Starving?Ca
hes And The Hierar
hi
al Memory ModelTe
hniques For Fighting Data StarvationThe Blo
king Te
hniqueWhen you have to a

ess memory, get a 
ontiguous blo
k that �tsin the CPU 
a
he, operate upon it or reuse it as mu
h as possible,then write the blo
k ba
k to memory:
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Although this te
hnique is easy to apply in some 
ases (e.g.element-wise array 
omputations), it 
an be potentially di�
ult toe�
iently implement in others.Fran
es
 Alted When Parallelization Does Not Help



MotivationThe Data A

ess IssueHigh Performan
e LibrariesSummary Why Modern CPUs Are Starving?Ca
hes And The Hierar
hi
al Memory ModelTe
hniques For Fighting Data StarvationUnderstand NumPy Memory LayoutBeing “a” a squared array (4000x4000) of doubles, we have:Summing up 
olumn-wisea[:,1℄.sum() # takes 9.3 msSumming up row-wise: more than 100x faster (!)a[1,:℄.sum() # takes 72 µsRemember:NumPy arrays are ordered row-wise (C 
onvention)Fran
es
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e LibrariesSummary Why Modern CPUs Are Starving?Ca
hes And The Hierar
hi
al Memory ModelTe
hniques For Fighting Data StarvationVe
torize Your CodeNaive matrix-matrix multipli
ation: 1264 s (1000x1000 doubles)def dot_naive(a,b): # 1.5 MFlops
 = np.zeros((nrows, n
ols), dtype='f8')for row in xrange(nrows):for 
ol in xrange(n
ols):for i in xrange(nrows):
[row,
ol℄ += a[row,i℄ * b[i,
ol℄return 
Ve
torized matrix-matrix multipli
ation: 20 s (64x faster)def dot(a,b): # 100 MFlops
 = np.empty((nrows, n
ols), dtype='f8')for row in xrange(nrows):for 
ol in xrange(n
ols):
[row, 
ol℄ = np.sum(a[row℄ * b[:,
ol℄)return 
 Fran
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e LibrariesSummary Why Modern CPUs Are Starving?Ca
hes And The Hierar
hi
al Memory ModelTe
hniques For Fighting Data StarvationRemaining Open Questions
1 
ore 2 
ore Parallel Speed-upNumPy (I) 1.60 1.11 1.5xNumPy(II) 0.30 0.52 0.6xNumexpr(I) 0.14 0.077 1.8xNumexpr(II) 0.11 0.065 1.7xC(II) 0.056 0.032 1.8x
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ess IssueHigh Performan
e LibrariesSummarySome High Performan
e LibrariesBLAS (Basi
 Linear Algebra Subprograms) are routines thatprovide standard building blo
ks for performing basi
ve
tor and matrix operations (linear algebraoperations).ATLAS (Automati
ally Tuned Linear Algebra Software):memory e�
ient algorithms as well as SIMDalgorithms so as to provide an e�
ient BLAS .MKL (Intel's Math Kernel Library): Like ATLAS, but withsupport for multi-
ore and �ne-tuned for Intelar
hite
ture. The VML subset 
omputes basi
 mathfun
tions (sin, 
os, exp, log...) in ve
tors verye�
iently.Numexpr: Performs potentially 
omplex operations with NumPyarrays without the overhead of temporaries. Canmake use of multi-
ores.Fran
es
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ess IssueHigh Performan
e LibrariesSummaryBLAS/ATLAS/Intel's MKLOptimizing Memory A

essUsing integrated BLAS: 5.6 s (3.5x faster than ve
torized)numpy.dot(a,b) # 350 MFlopsUsing ATLAS: 0.19s (35x faster than integrated BLAS)numpy.dot(a,b) # 10 GFlopsUsing Intel's MKL: 0.11 s (70% faster than LAPACK)numpy.dot(a,b) # 17 GFlops (2x12=24 GFlops peak)Fran
es
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e LibrariesSummaryNumexpr: Dealing with Complex ExpressionsNumexpr is a spe
ialized virtual ma
hine for evaluating expressions.It a

elerates 
omputations by using blo
king and by avoidingtemporaries.For example, if “a” and “b” are ve
tors with 1 million entries ea
h:Using plain NumPya**2 + b**2 + 2*a*b # takes 21.5 msUsing Numexpr (one thread): more than 2x faster!numexpr.evaluate('a**2 + b**2 + 2*a*b') # 10.2 msFran
es
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e LibrariesSummaryNumexpr: Multithreading SupportNumexpr 
an use multiple threads easily:numexpr.set_num_threads(8) # use 8 threadsnumexpr.evaluate('a**2 + b**2 + 2*a*b')# 3.18 ms, 7x faster than NumPynumexpr.set_num_threads(16) # use 16 threadsnumexpr.evaluate('a**2 + b**2 + 2*a*b')# 1.98 ms, 11x faster than NumPyImportantNumexpr also has support for Intel's VML (Ve
tor Math Library),so you 
an a

elerate the evaluation of trans
endental (sin, 
os,atanh, sqrt. . . ) fun
tions too.Fran
es
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e LibrariesSummaryIntrodu
ing Blos
A Blo
ked, Shu�ing and Loss-Less Compression LibraryBlos
 is a new, loss-less 
ompressor for binary data. It'soptimized for speed, not for high 
ompression ratios.It is based on the FastLZ 
ompressor, but with some additionaltweaking:It works by splitting the input dataset into blo
ks that �t wellinto the level 1 
a
he of modern pro
essors.It 
an shu�e bytes very e�
iently for improved 
ompressionratios (using the data type size meta-information).Makes use of SSE2 ve
tor instru
tions (if available).Multi-threaded (via pthreads).Free software (MIT li
ense).Fran
es
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t transfer?Fran
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ess IssueHigh Performan
e LibrariesSummarySteps To A

elerate Your CodeIn order of importan
e:Make use of memory-e�
ient libraries (most of the 
urrentbottlene
ks fall into this 
ategory).Apply the blo
king te
hnique and ve
torize your 
ode.Parallelize using:Multi-threading (using Cython, so as to bypass the GIL).Expli
it message passing (IPython, MPI via mpi4py).Parallelization is usually a pretty 
omplex thing to program!Fran
es
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e LibrariesSummarySummary
These days, you should understand the hierar
hi
al memorymodel if you want to get de
ent performan
e.Leverage existing memory-e�
ient libraries for performing your
omputations optimally.Do not blindly try to parallelize immediately. Do this as a lastresort!
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e LibrariesSummaryMore InfoUlri
h DrepperWhat Every Programmer Should Know About MemoryRedHat In
.,2007Fran
es
 AltedWhy Modern CPUs Are Starving and What Can Be Doneabout ItComputing in S
ien
e and Engineering, Mar
h 2010
◮ Fran
es
 AltedBlos
: A blo
king, shu�ing and loss-less 
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.pytables.orgFran
es
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In the following exer
ises we will:Experiment with the blo
king te
hnique.Learn about under whi
h situations you 
an expe
t yourproblems to s
ale (and when not!).Answer remaining pending open questions.
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Conta
t: faltet�pytables.org
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